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Overall Goal

Giving chatbots and virtual assistants the ability to imitate 
and express human emotions/personality

How?
 Human-Level Attributes (HLA) - Based on tropes: aspects of 

fictional characters representative of their identity
 HLA-Chat: Dataset of characters with their HLAs + dialogue
 Artificial Learning of Human Attributes (ALOHA): 

System to retrieve character specific language models
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Related Work

ALOHA and HLA-Chat

Q/A Chatbot

Basic Emotions

Lower Dimensional Space
(e.g., The Big Five)

Human Level Attributes (HLAs)

Identity / Persona Modeling

Less 
Complex

More 
Complex

e.g. PERSONAGE (Mairesse & Walker)

e.g. Facebook ConvAI2 (Persona-Chat)

Many works generate responses with 
basic emotions (e.g. angry, sad, happy)

Industry chatbots such as Alexa
and Google Assistant
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[HLA: Childhood Friends] [HLA: Vitriolic Best Buds]

...

Broad attribute: Friendly

[HLA: The Watson] [HLA: Cute Bookworm]

...

Broad attribute: Curious

[HLA: The Caretaker] [HLA: We Help the Helpless]

...

Broad attribute: Helpful

[HLA: Only Friend][HLA: The Reliable One]

...

Broad attribute: Trustworthy

Human Level Attributes (HLAs) 4



Our Dataset: HLA-Chat

 Present a dataset, HLA-Chat, with:

 CHARACTERS

 ATTRIBUTES (HLAs) of characters

 Character DIALOGUES
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Our Dataset: HLA-Chat 6



7Our System: ALOHA
Task: Given a target character ct with HLA 
set Ht, recover the language style of ct
without any dialogue of ct provided



8Character Space Module (CSM)



9CSM: Learning HLAs



10Character Community Module (CCM)



11Language Style Retrieval Module (LSRM)



12Evaluation: Five Target Characters



13Evaluation Format
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16Future Work

Model conversations with a multi-turn response approach

Model the dialogue counterpart

HLA-aligned generative models

Determining HLAs from text

 Larger and more extensive human evaluation



17Semantic Text Exchange (STE)
 Task: correct the semantic content of text (e.g. personalized 

dialogue agent responses) using the original text as a template
Goal: correct semantics while preserving sentiment and fluency
 Example:

 SMERTI: Similarity Masking, Entity Replacement, Text Infilling

User input: What is the weather like today?
Original output text 
(negative emotion):

It is sunny outside. I know, it sucks! But you 
should wear sunscreen even if it’s sticky.

Replacement entity: Rainy
Desired output text
(negative emotion):

It is rainy outside. I know, it sucks! But you should 
bring an umbrella even if it’s cumbersome.

Feng, Li, and Hoey. Keep Calm and Switch On! 
Preserving Sentiment and Fluency in Semantic 
Text Exchange. Proceedings of EMNLP 2019.
aclweb.org/anthology/D19-1272/

https://www.aclweb.org/anthology/D19-1272/


Summary

 Major Challenge - Giving chatbots and virtual assistants the ability to 
imitate human emotions and personality

 Human-Level Attributes (HLAs) - Train dialogue agents with tropes: 
aspects of fictional characters’ identity and profile
 HLAs accurately model human impressions of characters

 HLA-Chat - Dataset of characters with their HLAs and dialogue
 Artificial Learning of Human Attributes (ALOHA) - Three-stage system to 

retrieve character/personality specific language styles
 ALOHA effectively uses HLAs to retrieve character specific language styles
 ALOHA shown to be stable and robust

18



19Thanks for Listening!
 Steven Y. Feng: stevenyfeng@gmail.com

Website: https://styfeng.github.io/

Twitter: @stevenyfeng

 Aaron W. Li: w89li@uwaterloo.ca

 Veronica Jiang: r4jiang@uwaterloo.ca

 Julia Sprague: jsprague@edu.uwaterloo.ca

 Wei Zhou: wei.zhou1@huawei.com

 Jesse Hoey: jhoey@cs.uwaterloo.ca
Website: https://cs.uwaterloo.ca/~jhoey/

Twitter: @drjessehoey

Input: What do you think of my AAAI paper?

Sheldon (Reviewer 1): Very good. Author of one of 
the greatest horror stories ever written: Turn of the 
Screw. And I'm looking for one.
Picard (Reviewer 2): Class M in all respects. Quite 
Earth-like.
Marge (Reviewer 3): I think it's awesome. I love it.

Input: Let us go to a party!

Sheldon: No chance, hot pants!  I'd rather die and 
kill all of you than party for one more millisecond!
Picard: Whoa, whoa, whoa! I enjoy partying as 
much as the next fellow, but this is Oktoberfest. 
Good day, sir!
Marge: I think you cannot have a party. Your 
mother left me in charge.

https://github.com/newpro/
aloha-chatbot

https://arxiv.org/abs/1910.08293

https://github.com/newpro/aloha-chatbot
https://arxiv.org/abs/1910.08293


Appendices
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21Mathematical Analysis

 Pearson correlation values:
 Human vs. Uniform: 0.047
 Human vs. ALOHA: 0.4149 and 0.5468

 Paired t-test p-value results (of Hits@1/20 scores):
 ALOHA-BERT vs. BERT Bi-ranker: 0.0004
 ALOHA-Poly vs. Poly-encoder: <0.0001
 ALOHA-BERT vs. Uniform: 0.0329
 ALOHA-Poly vs. Uniform: 0.0234
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